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The existence of general-purpose cognitive mechanisms related to intelligence, which appear
to facilitate all forms of problem solving, conflicts with the strong modularity view of the mind
espoused by some evolutionary psychologists. The current study assessed the contribution of
general intelligence (g) to explaining variation in contextualized deductive reasoning. One
hundred and twelve participants solved 70 contextualized reasoning problems in a
computerized version of the Wason Card Selection Task that recorded both accuracy and
reaction time. Consistent with prior research, in the sample as a whole, precautionary and
social exchange reasoning problems were solved more frequently and more quickly than
reasoning problems about arbitrary rules. At the individual-differences level of analysis,
however, performance on all reasoning tests was significantly correlated and loaded on a single
deductive-reasoning accuracy factor. Further, this factor was significantly correlated with g.
There was no relation, however, between g and the speed of arriving at the correct answer for
any form of deductive reasoning. We discuss the implications of these findings for evolutionary
psychology, intelligence, and reasoning.

© 2011 Elsevier Inc. All rights reserved.
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1. The role of general intelligence in contextualized
deductive reasoning

Over 100 years ago, Spearman (1904) first discovered a
consistent tendency for a diverse range of cognitive tests with
differing content to be positively correlatedwith one another,
a phenomenon he described as the “positivemanifold,”which
suggests the existence of a general intelligence factor (g). The
existence of the g factor is such a robust finding that one
should expect performance on any reasonably complex
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explicit cognitive task (in contrast to implicit cognitive tasks
such as implicit learning) to be associated with g (Carroll,
1993; Chabris, 2007; Gottfredson, 2002; Jensen, 1998;
Johnson & Bouchard, 2005). A standard hypothesis in factor
analysis is that the variables loading on a single factor co-vary
due to a shared underlying cause or set of causes (Haig, 2005;
although this is not a necessary condition for the existence of
a factor; Bartholomew, Deary, & Lawn, 2009). The existence of
g thus suggests the possibility of causal forces that influence
performance on most complex cognitive tasks. These forces
might be of at least two kinds: (1) problems such as genetic
mutations or developmental abnormalities that influence
many different cognitive mechanisms (Keller & Miller, 2006;
Arden, Gottfredson, Miller, & Pierce, 2009; Yeo, Gangestad,
Liu, Calhoun, & Hutchison, 2011); (2) cognitive mechanisms
that are utilized to some extent in most or all complex
e predicts reasoning ability even for evolutionarily familiar
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cognitive tasks. In the present studywe focus on the second of
these possibilities, but note that the two are not mutually
exclusive. Psychological and neural evidence suggests that g
is not caused by a single unitary process, but is instead the
result of multiple cognitive mechanisms (Jung & Haier, 2007;
Kaufman, DeYoung, Gray, Brown, & Mackintosh, 2009; van
der Maas et al., 2006).

Constructs, like g, that describe dimensions of variation in a
population are neither identical to nor necessitate constructs,
like cognitive mechanisms, that refer to processes in an
individual. However, individual-differences research can
provide relevant evidence to link the two types of construct
using the principal that if process X is involved in trait Y, then
individual differences in X should predict individual differ-
ences in Y (though, of course, the correlation of X and Y does
not provide evidence that X causes Y). Some evidence exists to
suggest that cognitive processes like working memory,
explicit associative learning, and information processing
speed are cognitive mechanisms involved in general intelli-
gence (Kaufman et al., 2009). Nonetheless, the existence of
cognitivemechanisms for general intelligence is controversial
in evolutionary psychology. A central tenet of evolutionary
psychology is that natural selection sculpted the humanmind
to solve specific recurring problems of survival and reproduc-
tion, and that therefore themind consists of multiple domain-
specific mental mechanisms or “modules” that are activated
by specific contexts (Cosmides & Tooby, 2001). At first blush,
the existence of a general factor of intelligence might appear
incompatible with a strong modularity view of human
cognition because g is domain-general rather than domain-
specific: it is associated with performance on cognitive tasks
in a multitude of different contexts. Although a number of
evolutionary psychologists have acknowledged the existence
of domain-general cognitive processes, and some have
explicitly related them to g (e.g., Chiappe & MacDonald,
2005;Deaner, van Schaik, & Johnson, 2006;Geary, 2004, 2009;
Penke, 2010; Sperber, 1994), evolutionary psychologists often
downplay their importance relative to domain-specific mod-
ules (Cosmides, Barrett, & Tooby, 2010; Cosmides & Tooby,
2001).

In the present study, we explored this tension between
evolutionary psychology and the theory of general intelli-
gence by examining individual differences in a cognitive
paradigm that has been used extensively by evolutionary
psychologists to provide evidence that cognitive abilities are
domain-specific rather than domain-general: the Wason
four-card selection task (Wason, 1968). In the Wason task,
participants consider a rule of the generic form “If P then Q”
along with four cards describing P or not-P on one side and Q
or not-Q on the other (with one of each type face up). The
participant is told to indicate only the cards that definitely
must be turned over to determine if the rule is being broken
(correct answer: P and not-Q).

The selection task is a useful tool to investigate the nature of
human cognition because it is sensitive to the content and
context of presentation (Evans, 2003): performance is typically
poor when rules are decontextualized, abstract, or arbitrary in
nature, but often quite good when problems involve potential
transgressionsof socialnormsorprecautionary reasoningabout
physically dangerous situations (Cosmides, 1989; Fiddick,
Cosmides, & Tooby, 2000; Gigerenzer & Hug, 1992).
Please cite this article as: Kaufman, S.B., et al., General intelligenc
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Contextualized deductive reasoning involves if-then rea-
soning put into a narrative vignette context. “Social exchange”
problems concern the mutual exchange of goods or services
between individuals in specific situations. The rules generally
involve detecting if one party might be taking a benefit
without fulfilling an obligation (e.g., “If you borrow my
motorcycle, then you have to wash it.”). “Precautionary”
problems involve rules related to avoiding potential physical
danger (e.g., “If you surf in coldwater, then you have towear a
wetsuit”). “Arbitrary-rule” problems (Cheng&Holyoak, 1985)
have arbitrary rules (e.g., “If the soda is diet, then it has to be in
a purple container”) that are nonetheless contextualized in
realistic scenarios. Note that by “arbitrary,” we are not
referring to cultural rules that are evolutionarily arbitrary
but might nonetheless be influenced by evolved heuristics
regarding social exchange or social norms (e.g.,menmust take
off their hats indoors, butwomenmay leave them on). Rather,
these rules are arbitrary in that they do not correspond to
established rules in the individual's experience.

The difference in performance on precautionary and social
exchange vs. arbitrary-rule problems has been explainedwith
reference to the concept of modularity (Cosmides & Tooby,
2004; Cosmides, 1989). Reasoning about social exchange and
precautions is hypothesized to be supported by dedicated
information processingmodules that result from evolutionary
selection pressure exerted by situations involving social
exchange or physical danger. No such pressure has been
exerted by situations involving the arbitrary rules, and thus
the humanmind does not have a cognitivemodule that allows
accurate reasoning about arbitrary rules.

Note that this hypothesis describes the cognitive functions
of humans as a group, and says nothing regarding individual
differences. Indeed, evolutionary psychology has generally had
little to say about individual differences, in part because of the
assumption that, for any trait important to fitness, selection
pressure would reduce variance around an optimal level of the
trait, with individual differences being mere random noise.
Recently, however, more attention has been paid to evolution-
ary processes that would maintain variation in traits that do
have adaptive significance, including fluctuating selection (in
which higher levels of a trait are more adaptive in some
environments and lower levels are more adaptive in others)
and the difficulty of maintaining certain traits in the face of
factors (such as deleterious mutations) that reduce fitness
(Arden et al., 2008; Buss & Hawley, 2010; Furlow, Armijo-
Prewitt, Gangestad, & Thornhill, 1997; Prokosch, Yeo, & Miller,
2005; ; Keller & Miller, 2006; Miller, 2000; Nettle, 2006).

Intelligence has been proposed as an example of the latter
process, which would make it a fitness indicator: higher
intelligence would almost always be associated with in-
creased fitness, but the biological difficulty of producing an
individual with high intelligence would ensure that the
population maintains a range of intelligence over time,
despite selection pressure (Miller, 2000). These ideas open
the door to reconciling the existence of general intelligence,
both as a set of domain general cognitivemechanisms and as a
trait with meaningful individual differences, with evolution-
ary psychology.

A number of researchers have attempted to unite
evolutionary psychology with differential psychology (e.g.,
Penke, 2010; Kanazawa, 2010). Kanazawa (2004; 2010, but
e predicts reasoning ability even for evolutionarily familiar
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see Penke et al., in press) has suggested that general
intelligence might be a domain-specific adaptation to
evolutionarily novel situations: rare occurrences (such as a
fire started by lightning or an unusually severe drought) for
which there was no existing adaptation. On this basis,
Kanazawa has hypothesized that individual differences in g
should be related to the ability to solve evolutionarily novel
problems but not evolutionarily familiar problems. In relation
to the Wason selection task, Kanazawa's hypothesis indicates
that g should be associated with performance on problems
with abstract or arbitrary rules, but not on problems with
rules reflecting evolutionarily familiar situations (such as
social exchange or precaution) for which dedicated modules
could have evolved. This hypothesis has not been well
supported by the small literature on individual differences
in performance on the Wason task. In a study conducted by
Girotto and Tentori (2008), all participants who solved the
abstract version of the selection task also solved the social
contract version, whereas only 28% of their sample who failed
to solve the abstract version also solved the social contract
version. Additionally, studies reporting correlations with
general cognitive ability have been inconsistent, with one
finding weaker correlations of intelligence with performance
on nonarbitrary relative to arbitrary problems (Stanovich &
West, 1998), another finding just the opposite (Klaczynski,
2001), and a third finding intelligence to be similarly
associatedwith both types of problem (Dominowski & Dallob,
1995).

More recently, Reis et al. (2007) developed a computer-
ized, time-limited, card-by-card presentation version of the
Wason Card Selection Task. They found that reasoning about
social exchanges and reasoning about precautionary situa-
tions were very highly correlated with each other, r=.87,
even though emotional intelligence predicted social exchange
reasoning after controlling for precautionary reasoning, and
harm avoidance predicted precautionary reasoning after
controlling for social exchange reasoning. Their results
suggest that there may indeed be substantial common
variance among multiple contextualized deductive reasoning
types even if there is also some residual domain-specificity for
each type.

The present study improves on the prior literature on the
domain-general cognitive correlates of contextualized deduc-
tive reasoning in several ways: first, by utilizing the
psychometrically improved version of the Wason selection
task developed by Reis et al. (2007), which is better suited to
assessing individual differences; second, by examining a
deductive reasoning factor, based on shared variance across
performance ondifferentWasonproblems; third, by including
amore thorough assessment of g that allows creation of factor
scores for g, and fourth, by including measures of cognitive
mechanisms associated with g, including working memory,
explicit associative learning, and processing speed. These
psychometric improvements allow us to perform a more
stringent test of Kanazawa's hypothesis that performance on
evolutionarily unfamiliar, but not evolutionarily familiar,
problems should be associated with general intelligence.

Additionally, we propose our own alternative hypothesis.
Kanazawa's hypothesis strikes us as unlikely, both because of
the pervasiveness of the positivemanifold in cognitive testing
and because the logic of his evolutionary argument is
Please cite this article as: Kaufman, S.B., et al., General intelligenc
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debatable. Evolutionarily novel events of the kind that
Kanazawa describes are rare by definition. Although rare
events can have consequences for evolution if they affect
sufficiently large numbers of a species (Kanazawa, 2010),
most rare events are likely to affect a small proportion of
individuals, and their rarity will prevent them from exerting
consistent selection pressure. Therefore, it seems more likely
to us that mechanisms for general intelligence would have
evolved in response to all situations for which a pre-existing
adaptationdid not produce an optimal response (cf. Chiappe&
MacDonald, 2005; Geary, 2004, 2009; Penke, 2010; Woodley,
2010). Certainly this class of situations would include
evolutionarily novel situations of the Kanazawa type; how-
ever, it would also include evolutionarily familiar situations of
sufficient complexity to interfere with the heuristic response
of a dedicated cognitive module or to render its effectiveness
uncertain.

Thus, rare evolutionarily novel events are simply one
example of a larger class of situations, namely those that are
complex and unpredictable (Peterson, 1999; Peterson &
Flanders, 2002). Gottfredson (2002) has provided evidence
that g represents individual differences in the ability to deal
with complexity, in everyday life as well as in IQ tests.
Increased social group size and rapidly increasing cultural
complexity are likely to have rendered pre-existing heuristic
adaptations increasingly fallible in human ancestors, thus
increasing the selection pressure on domain-general mech-
anisms that could logically analyze the causal structure of
situations even when it was too complex to be adequately
processed by modular heuristics. (In this context it is worth
noting the correlation of expansion of the neocortex with
social group size across primate species; Dunbar & Shultz,
2007; and the corresponding correlation across these species
of brain size with domain general learning ability; Deaner,
Isler, Burkart, & van Schaik, 2007.) Note that, given this
explanation for the evolution of general intelligence, one
might argue that it is indeed specific to a given domain
(complex and unpredictable situations), but that this domain
is very broad (cf. Barrett, 2009).

Evolutionary psychologists sometimes argue that a class of
situations must be relatively narrow to exert consistent
selection pressure, but this claim is insufficiently justified.
Any regularity in the environment can exert selection
pressure if it poses a challenge or opportunity to the
organism, and whether this will prompt adaptation simply
reflects the likelihood that genetic variation might lead to
variation in the ability to meet the challenge or seize the
opportunity. In the case of complex, unpredictable situations,
regardless of their superficial dissimilarity, selection for
increased ability to analyze causal structure is highly likely.
The mechanisms underlying general intelligence should,
therefore, be brought to bear in attempting to solve any
explicit cognitively complex problem (Girotto & Tentori,
2008). Existing adaptations may facilitate performance on
evolutionarily familiar problems, but general intelligence
should provide additional facilitation.

Note that we are not arguing against the existence of
cognitive modules, but rather asserting that they are likely to
coexist, and to function simultaneously, with important do-
main-general mechanisms (for similar ideas see Cosmides et al.,
2010, and Penke, 2010). Several neuroimaging studies using the
e predicts reasoning ability even for evolutionarily familiar
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Wason selection task have demonstrated that different brain
regions are involved in different types of reasoning, a finding
which supports the existence of mechanisms specialized for
different types of reasoning (Ermer, Guerin, Cosmides, Tooby, &
Miller, 2006; Fiddick, Spampinato, & Grafman, 2005; Reis et al.,
2007). However, these results do not contraindicate the
additional existence of other mechanisms that are involved in
all types of reasoning. An analogous case is that of working
memory; different brain systems are involved in spatial vs.
verbal working memory, but there are also brain systems that
are involved in all types of working memory (Wager & Smith,
2003). Informationprocessing is typically accomplished through
a combination of domain-general and domain-specific mecha-
nisms.We thereforehypothesized that, although therewouldbe
group-level differences in performance between arbitrary and
nonarbitrary problems, nonetheless performance on all types of
problems would be correlated with each other and also
correlated with g, reflecting the additional effect of domain
general processes, over and above any species-typical biases
conferred by evolved modules.

2. Methods

2.1. Participants

One hundred twelve participants (40 males, 72 females)
were included in the analyses presented here and were part
of a study that involved 177 participants (Kaufman et al.,
2009, 2010). All participants were aged 16–18 years, and
attended a selective Sixth Form College (which takes high-
achieving students who are in their last 2 years of secondary
education) in Cambridge, England. The Wason selection task
was offered as an option at the end of the third test session for
participants who completed all the other tests and had time
remaining. No variables reported here differed significantly
between those who did and did not complete the comput-
erized Wason Card Selection Task.

2.2. Computerized Wason Card Selection Task

The computerized version of theWason Card Selection Task
was a shortened version of the task administered by Reis et al.
(2007). Both the Reis et al. (2007) version and the shortened
version used in the current study are time-limited, involve a
card-by-card presentation, and record both accuracy and
reaction time. The benefits of administering this version of
the Wason Card Selection Task for the current purposes are
threefold. Firstly, the card-by-card presentation allows for an
assessment of reaction time for each card. Prior research on the
Wason selection task has mostly assessed accuracy, whereas
the results of Reis et al. (2007) suggest that emotional processes
may play an important role in speeding up responses by
facilitating reasoning using contextual information. Therefore,
the task allows for an assessment of the differing role of
cognitive mechanisms in predicting speed vs. accuracy of
contextualizeddeductive reasoning. Secondly, the task assesses
multiple forms of contextualized reasoning that have been
employed in the literature, allowing for a proper assessment of
the common variance across multiple types of contextualized
deductive reasoning. The administration of only contextualized
reasoning problems (omitting purely abstract, decontextua-
Please cite this article as: Kaufman, S.B., et al., General intelligenc
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lized problems based on symbols rather than scenarios)
allowed us to vary evolutionary relevance without the
confound of varying imaginability. Thirdly, prior research on
individual differences in performance on the selection task has
typically administered relatively few items, which would tend
to lead to inadequate psychometric reliability. The current
study overcame this limitation by adapting the Wason Card
Selection Task developed by Reis et al. (2007), which allows for
an assessment of a much larger number of items and therefore
an assessment of reliability.

The task involves deductive reasoning on three types of
content: arbitrary, precautionary, and social exchange.

Here is an example of a social exchange scenario:

Joe often goes out to dinner with friends from work, and
they go to a bar afterwards. Joe always pays the dinner
check with his credit card and his friends pay him back
with cash. He notices that people usually don't consider
how much their beer costs when paying him back. So Joe
announces a rule, “If you order beer at dinner, then you
have to buy me a drink at the bar.”

You want to see whether any of Joe's friends cheat on this
rule.

The following cards represent five of Joe's friends that
joined him for dinner. Each card represents one friend.
One side of the card tells what type of drink that person
ordered at dinner and the other side tells whether that
person bought Joe a drink at the bar.

Please decide if you would definitely need to turn each
card over to see if any of the friends cheated on the rule:

“If you order beer at dinner, then you have to buy me a
drink at the bar.”

Do not turn over any more cards than are absolutely
necessary.

For both arbitrary and social exchange reasoning, partic-
ipants completed 25 problems in total, 5 items per scenario.
Due to a computer malfunction in the recording of responses
for one scenario, only 20 problems (5 per scenario) were
analyzed for the precautionary trials. For each problem,
participants read a brief scenario describing both a situation
and a rule of generic form “If P, then must Q.”. They then saw
cards presented individually along with the rule. For each
scenario, there were one rule and four different cards: P, not-
P, Q, not-Q.) For each card, participants chose either
“definitely turn over” (correct for P and not-Q) or “no need
to turn over” (correct for not-P and Q) to be able to tell
whether the rule was being broken. Five cards were used for
each scenario, with type of the fifth card (P, not-P, Q, not-Q)
varying, to ensure participants could not use process of
elimination to figure out the answer to the fourth card since
there were only four types of cards. Participants had 20 s to
read each scenario and 4 s to respond to each individual card.
If a response was not made within 4 s, an error was scored
e predicts reasoning ability even for evolutionarily familiar
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and the computer automatically advanced to the next card.
No feedback was given about performance.

Scenarios were pseudorandomly ordered and no scenarios
were repeated. All participants then received the same
scenarios in the same order. To avoid confounding RT with
time spent reading each card, the length of text shown on the
cards was matched across all three conditions.

Accuracy was calculated by taking the percentage of
individual cards responded to correctly for each form of
reasoning. RT for each card was measured as the time elapsed
from when the card was displayed until the response was
made. RT for each problem type (arbitrary, precautionary,
social exchange) was computed as the mean of the RTs for all
cards responded to correctly, regardless of card type (P, not P,
q, not Q). All responsesb200 ms were trimmed from all
analyses and all timed out trials (N4000 ms) were excluded
from the RT analyses.

2.3. General intelligence

To create a well-balanced g factor score, we used 6
markers, tapping different domains of cognition. Using one of
the largest batteries of cognitive tests ever collected, Johnson
and Bouchard (2005) demonstrated that, below the g factor,
there are three separable second-stratum domains of cogni-
tive ability: verbal, perceptual, and mental rotation. Use of
one test from each domain should produce a well-balanced g.
Additionally, we included three cognitive variables that have
been found to contribute unique variance to g: explicit
associative learning, working memory, and processing speed
(Kaufman et al., 2009).

2.3.1. Raven's Advanced Progressive Matrices Test, Set II (APM)
The APM (Raven, Raven, & Court, 1998) is a measure of

abstract perceptual reasoning. Each item consists of a 3×3
matrix of geometric patterns with the bottom right pattern
missing. The participants' task is to select the option that
correctly completes the matrix. There are eight alternative
answers for each item. The test is presented in increasing
order of difficulty. After two practice items with feedback,
participants were then given 45 min to complete 36 items.
Descriptive statistics of the APM (M=22.04, S.D.=5.76,
Range=7–33) suggested our sample is comparable in IQ to
the average undergraduate student (Raven et al., 1998).

2.3.2. DAT verbal reasoning test
The verbal reasoning section of the Differential Aptitudes

Test (DAT-V, The Psychological Corporation, 1995) was
administered to each participant. Each problem consisted of
a sentence with two words missing, and participants chose a
pair of words from the answer options that were related to
the words in the sentence in some way. After two practice
items, participants had 15 min to complete 40 problems.

2.3.3. Mental Rotations Test, Set A (MRT-A)
The MRT-A (Vandenberg & Kruse, 1978) contains 24

problems and measures mental rotation ability, which
appears to be a distinct component of intelligence at the
same level as verbal ability and perceptual ability (Johnson &
Bouchard, 2005). Each problem in the MRT-A shows a three-
dimensional target figure paired with four choice figures, two
Please cite this article as: Kaufman, S.B., et al., General intelligenc
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of which are rotated versions of the target figure. To score a
point, both rotated versions must be identified. After two
practice items with feedback and an explanation, the first 12
problems were attempted in 4 min with a 2 minute break
before attempting the second 12 in another 4 min. The
maximum score is 24.
2.3.4. Explicit associative learning tasks
2.3.4.1. Three-Term Contingency Learning (Williams & Pearl-
berg, 2006). The Three-Term Contingency Learning (3-Term)
task consists of four learning blocks, each followed immedi-
ately by a test block. In each learning block, participants were
presented with 10 unique words. Each word was associated
with three different words, contingent on a key press. The
participants' task was to learn the word associated with each
stimulus-response pair. For instance, on one trial the word
“LAB”might show on the screen with the letters “A”, “B”, and
“C” listed underneath. When participants selected “A”, they
saw one association (e.g., PUN), when they selected “B”, they
saw a second association (e.g., TRY), and when they selected
“C” they saw a third association (e.g., EGG). The duration of
exposure to each association was self-paced (max 2.5 s) with
changeover intervals set at 0.2 s. After the single presentation
of all ten stimuluswordswith the 30 outcomewords, subjects
were immediately presented with a test block.

The test blocks were identical to the learning blocks with
one exception: instead of typing the letters “A”, “B”, or “C” to
produce the outcome words on the screen, a stimulus word
appeared on the screen along with one of “A”, “B”, or “C”, and
participants were required to type in the outcome word
corresponding to that stimulus-response pair. Together with
feedback on their answer, the correct association was shown
to the participants until they pressed “ENTER”, when the next
stimulus word was presented. Once the test block was
completed, participants immediately moved to a second
learning block in which the same stimulus words were
presented in a different order. Across the four test blocks,
possible overall scores ranged from 0 to 120.
2.3.4.2. Paired-associates (PA) learning (Williams & Pearlberg,
2006). In this task, participants were presented with 30 pairs
of words. A cue word was presented until the participant
pressed ENTER, or until 2.5 s elapsed, after which the cue's
pair appeared on the screen. They then remained together on
screen, again until the participant pressed ENTER, or until
2.5 s elapsed, after which both disappeared and the next cue
word was displayed. The test phase was identical to training,
except instead of pressing “ENTER” to view the second word
of each pair, subjects were required to type that word.
Together with feedback on their answer, the correct associ-
ation was shown to the participant until they pressed
“ENTER”, when the next word cue was presented. Once the
test phase was completed, participants immediately moved
to a second learning block in which the same stimulus words
were presented in a different order. In total, there were four
learning and four test blocks, with possible overall scores
ranging from 0 to 120.

Each participant's explicit associative learning score was
calculated by summing the 3-Term and PA learning scores.
e predicts reasoning ability even for evolutionarily familiar
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Table 1
g-loadings of all six scores.

Score g-loading

Abstract perceptual reasoning .83
Mental rotation ability .73
Verbal reasoning .65
Explicit associative learning .35
Processing speed .34
Working memory .31
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2.3.5. Working memory
2.3.5.1. Operation Span Task (Turner & Engle, 1989). The
Operation Span (Ospan) task requires participants to store a
series of unrelated words in memory while simultaneously
solving a series of simple math operations, such as “Is
(9/3)−1=1?”. After participants selected the answer, they
were presented with a word (e.g., DOG) to recall. Then
participants moved on to the next operation-word string.
This procedure was repeated until the end of a set, which
varied from two to six items in length. Participants were then
prompted to recall all thewords from the past set in the same
order inwhich theywere presented by typing eachword into
a box, and using the up and down arrow keys to cycle
through the boxes.

Before the main task, participants encountered three
practice problems with set size two, where they received
feedback about their performance. During these practice
trials, we calculated for each participant how long it took
them to solve the math operations. Consistent with the
methodology of the Automated Ospan task (Unsworth, Heitz,
Schrock, & Engle, 2005), we did this to control for individual
differences in the time required to solve the math operations.
Their mean performance time to solve the equations, plus
2.5SD was used as the time limit for the presentation of the
math equations during the main task.

The Ospan score is the sum of all correctly recalledwords in
their correct positions. The number of operationword-pairs in a
set was varied between two, three, four, five, and sixwith three
sets of each. Overall score could range from 0 to 60. Prior
research has demonstrated significant correlations between
Operation Span and g (e.g., Unsworth& Engle, 2005) and a high
loading of Operation Span on a general workingmemory factor
(Kane et al., 2004). Each subject's working memory was
calculated by summing the Ospan scores for all set sizes.

2.3.6. Processing speed tests
2.3.6.1. Verbal speed test (Speed-V): an English adaptation of a
sub-test from the Berlin model of Intelligence Structure (BIS;
Jaeger, 1982, 1984). The task was to fill in the missing letter
from a 7-letter word; 60 s were given to complete the 57
items. The score is the number completed correctly in 60 s.

2.3.6.2. Numerical speed test (Speed-N): the Speed of Informa-
tion Processing sub-test from the British Ability Scales (Elliot,
1996). The task was to cross out the highest number in each
row of five numbers; 60 s were given to complete 48 items.
The score is the number completed correctly in 60 s.

2.3.6.3. Figural speed test (Speed-F). Digit-Symbol, Coding, a
sub-test of the WAIS-R that loads on the “processing speed”
factor (Deary, 2001). The test was to enter the appropriate
symbol (given by a key at the top of the form) beneath a
random series of digits; 90 s were given to complete 93 items.
The score is the number completed correctly in 90 s.

Processing speed was calculated for each participant by
summing Speed-V, Speed-N, and Speed-F.

2.4. Missing values

Some participants were missing values for certain vari-
ables. Wherever possible, we estimated their scores using
Please cite this article as: Kaufman, S.B., et al., General intelligenc
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expectation-maximization based on other relevant scores that
were available. Due to computer error, valuesweremissing for
9 participants for one of the three second-stratum ability tests
(abstract perceptual reasoning, verbal reasoning, and mental
rotation ability). Data from the other two markers of second-
stratum abilities were used to impute 7 missing abstract
perceptual reasoning values, 1missing verbal reasoning value,
and 1mental rotation ability value. For Speed-F, 3 participants
did not follow the directions correctly and their scores could
not be included in the analysis. Therefore, we used data from
the other two markers of processing speed (Speed-V and
Speed-N) to impute 3 missing values on Speed-F. Due to a
computer error, performance on the last trial of PA was not
recorded for one participant. Since this participant achieved a
maximum score on the third trial, we estimated that
performance on the last trial was also a perfect score. Finally,
one participant was missing all of their explicit associative
learning scores, so their explicit associative learning score
could not be estimated.
2.5. Calculation of g

An estimate of g was calculated by assessing the common
variance across abstract perceptual reasoning, verbal reason-
ing, mental rotation ability, explicit associative learning,
working memory, and processing speed, using Principal
Axis Factoring (PAF). The first PAF accounted for 41.80% of
the total variance in the six scores. (If g was calculated only
from the three second-stratum ability markers, the first PAF
accounted for 69.90% of the variance; g calculated in this
manner was correlated at r=.98 with the g used in our
analyses.) Table 1 shows the g-loadings of all six scores.
Because one participant was missing data that could not be
estimated for the explicit associative learning tasks, the N for
g is 111.
3. Results

3.1. Correlations

Table 2 shows the correlations among all the cognitive
variables. As can be seen, a positive manifold is evident
(negative correlations with the deductive reasoning speed
tests indicate that faster responders who also choose the
correct response tended to score higher on the other cognitive
measures).
e predicts reasoning ability even for evolutionarily familiar
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Table 2
Correlations among all cognitive variables.

1 2 3 4 5 6 7 8 9 10 11 12

1. Abstract perceptual reasoning –

2. Verbal reasoning .50 –

3. Mental rotation ability .66 .48 –

4. Explicit associative learning .28 .31 .16 –

5. Working memory .20 .29 .19 .10 –

6. Processing speed .27 .16 .25 .21 .19 –

7. Arbitrary reasoning– accuracy .24 .22 .09 .08 .18 .18 –

8. Precautionary reasoning– accuracy .30 .32 .24 .21 .25 .21 .28 –

9. Social exchange reasoning– accuracy .36 .33 .33 .26 .28 .26 .42 .63 –

10. Arbitrary reasoning– speed .13 .05 .13 − .01 − .03 − .13 − .02 .01 .08 –

11. Precautionary reasoning– speed − .04 − .17 − .05 − .18 − .24 − .21 − .21 − .27 − .33 .66 –

12. Social exchange reasoning– speed − .03 − .10 − .01 − .10 − .18 − .23 − .19 − .25 − .16 .76 .76 –

Note: CorrelationsN .18 in absolute value are significant at pb .05. All correlations had an N of 112, except for correlations with explicit associative learning which
had an N of 111.
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3.2. Descriptive statistics

Fig. 1a shows the mean proportion correct for both
individual cards and whole scenarios (i.e., all cards correct
for each scenario). The latter metric was included to render
our results more directly comparable with previous literature
on theWason selection task, in which the 4 possible cards for
each scenario are typically presented simultaneously, and a
scenario is scored correct only if the correct two cards are
selected. Examined in this manner, accuracy in our sample for
both arbitrary and non-arbitrary problemswas very similar to
that in previous studies (Stanovich & West, 1998). Fig. 1b
shows mean response time for cards only.

In terms of accuracy, proportion correct on the arbitrary
trials was significantly less than proportion correct on both
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Fig. 1. (a) Mean proportion correct for individual cards (dark grey) and whole scen
with bars representing S.E. of the mean (N=112).
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precautionary [t(111)=17.4, pb01] and social exchange
[t(111)=17.1, pb .01] reasoning trials. There was no signif-
icant difference between proportion correct on precautionary
and social exchange reasoning trials. In terms of speed to
arrive at the correct answer, the same pattern emerged:
mean reaction time to arrive at the correct answer was
significantly higher for arbitrary trials than either precau-
tionary [t(111)=6.1, pb .01] or social exchange [t(111)=
5.3] trials. There was no significant difference betweenmean
RT for precautionary and social exchange trials. The same
pattern was found looking at the correlations among the
different reasoning types. For both speed and accuracy, pre-
cautionary and social exchange performanceweremore highly
correlated with each other than with the arbitrary items (see
Table 3). To examine whether this was related to the different
arios (all 5 cards; light grey), and (b) mean response time (ms) by condition
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Table 3
Correlations among reasoning types for (a) accuracy and (b) speed of correc
response. Correlations in parentheses corrected for attenuation.

Measure Arbitrary Precautionary Social exchange

(a)
Arbitrary –

Precautionary .28** (.49) –

Social exchange .42** (.71) .63** (.90) –

α .48 .67 .73

(b)
Arbitrary –

Precautionary .66** (.89) –

Social exchange .76** (1.0) .76** (1.0) –

Spearman–Brown .68 .81 .78
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Table 4
Correlations between accuracy and speed of deductive reasoning and g
(N=111).

Measure Arbitrary Precautionary Social exchange Factor

Accuracy
g .25** .36** .44** .45**

Speed
g .12 − .12 − .07 − .04

Notes: *pb .05, **pb .01.
reliabilities of the measures for different reasoning types, we
also report correlations corrected for attenuation by unrelia-
bility (corrected r = rab

ffiffiffiffiffi

αa
p

ffiffiffiffiffi

αb
p ). Note in Table 3 that all three

types of reasoningweremore highly correlatedwith each other
when speed is assessed compared to accuracy.

This pattern of results in the sample as a whole, in which
performance on both the precautionary and social exchange
items is greater than on the arbitrary items for both accuracy
and speed is consistent with the results of Reis et al. (2007).
Even so, the accuracy rates were lower and the responses
were slower than in their sample. This is most likely due to
the fact that their participants were older (college students
vs. school-age). Nonetheless, the results of both this study
and that of Reis et al. (2007) are consistent with prior
research showing that at the group level of analysis,
precautionary and social exchange reasoning are easier for
participants than reasoning that is only arbitrarily contextu-
alized (Evans, 2008).

3.3. Reliability and factor analysis

Looking at the accuracy of responses, the alpha reliability
of all 70 trials on the task is .88. Therefore, collapsing across
trial type, there is considerable variance that is common
among all the trials. In fact, such a high alpha suggests that all
of the items, regardless of content (arbitrary, precautionary, or
social exchange) tap into a more general contextualized
deductive-reasoning accuracy factor. We explored this possi-
bility further by examining a latent contextualized reasoning
factor (separately for accuracy and speed) that represents the
common variance across the total scores for the three types of
reasoning. Using Principal Axis Factoring of the accuracy
scores, the first factor (the common variance for mean
proportion correct across the three tests) accounted for
63.4% of the total variance. The three loadings on this factor
were: arbitrary (.43), precautionary (.65), and social exchange
(.97). Note that the lower loading for arbitrary reasoning is
due in part to its lower reliability. Table 1 shows that, when
corrected for attenuation for unreliability, correlations of
precautionary and social exchange with arbitrary become
considerably higher. Factor scores were calculated using the
regression method. For reaction times, the first factor
accounted for 81.7% of the total variance. All three tests
loaded extremely highly on this factor: arbitrary (.81),
precautionary (.82), and social exchange (.93). Although the
correlation between estimated factor scores for the accuracy
lligenc
2

factor and the speed factor was not significant, there was a
trend for higher accuracy to be associated with faster
responses (r=−.17, p=.08), suggesting that there was no
speed-accuracy tradeoff.

3.4. Accuracy

Table 4 lists the correlations between accuracy of deduc-
tive reasoning and g, which was significantly associated with
all three forms of deductive reasoning (arbitrary, precaution-
ary, and social exchange), as well as the deductive reasoning
accuracy factor. Although g's relation to arbitrary and
precautionary reasoning was lower than its relation to social
exchange reasoning, this is most likely an artifact of reduced
reliability of assessment, given the higher internal consistency
for social exchange reasoning (Table 3). It should benoted that
the correlations among g and accuracy of reasoning across the
three types of reasoning were little affected by controlling for
processing speed.

In order to determine the g-loading of the deductive
reasoning tests, we added the three deductive reasoning
accuracy items to a principal axis factoring of all the cognitive
variables. Social exchange reasoning loaded highly (.69) on g,
precautionary reasoning loadedmoderately (.58), and arbitrary
reasoning had the lowest loading (.39) on g, but was still
substantial. Again, the different loadings are likely to reflect, at
least in part, the differing reliability of the deductive reasoning
tasks.

3.5. Speed

Table 4 lists the correlations between speed of deductive
reasoning and g. Here, a different pattern emerged than what
was found for accuracy; g was not related to any measure of
speed of deductive reasoning. Perhaps unsurprisingly, Table 2
suggests that, of our measures of cognitive ability, processing
speed demonstrated the most extensive correlations with
speed of deductive reasoning, correlating significantly with
precautionary and social exchange reasoning.

4. Discussion

The results of the current study suggest that, when
individual differences are assessed using psychometrically
sound methods that involve aggregating across a sufficiently
large number of items, performance on contextualized
deductive reasoning problems shows reliable and consistent
individual differences, regardless of whether the problems
involve arbitrary or evolutionarily relevant rules. Further,
accuracy of contextualized deductive reasoning, across
e predicts reasoning ability even for evolutionarily familiar
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content types, is significantly associated with general intelli-
gence. These results support our hypothesis that domain
general cognitive abilities should facilitate the solution of any
explicit cognitively complex problem, regardless of whether it
is additionally facilitated by evolved modular heuristics. The
results of this study directly contradict Kanazawa's (2004,
2010) hypothesis that intelligence should be related to
performance only on “evolutionarily novel” problems.

In addition to accuracy,we also examined speed and found
that g is not associated with speed of correct reasoning.
Processing speed, however, is associatedwith speed of correct
reasoning, as might be expected since general processing
speed should facilitate speed on any particular task. This
finding suggests the possibility that domain-general cognitive
mechanisms other than g can facilitate the speed of deductive
reasoning. This is consistent with the study of Reis et al.
(2007), who found that the ability to make judgments about
emotions predicted speed of reasoning. Further research
should investigate the differing cognitive mechanisms that
underlie accuracy vs. speed of deductive reasoning.

Our results have implications for several areas of interest
to psychologists. Here we discuss their implications for
evolutionary psychology, intelligence, and reasoning.

4.1. Evolutionary psychology

As noted in the Introduction, there is an apparent tension
between theories of general intelligence and evolutionary
psychology's focus on modularity. The results of the current
study suggest that both perspectives can be accommodated.
On average, in the sample as a whole, participants indeed
found the precautionary and social exchange items easier to
solve than the arbitrary items, supporting the existence of
evolved mechanisms to support reasoning about specific
classes of fitness-related problems. At the level of individual
differences, however, performance on all three types of
content were strongly related to each other, producing a
high internal consistency (Cronbach's alpha) for all the items
taken together, and performance was significantly related to
g, supporting the importance of g in explaining individual
differences in reasoning. Although the loadings of arbitrary
and precautionary reasoning on the latent accuracy factor
were lower than that for social exchange reasoning, this was
most likely due to the lower reliability of the arbitrary and
precautionary measures.

As noted above, Kanazawa has hypothesized that what is
called “general intelligence” evolved to solve only evolution-
arily novel problems. Although a theory of the evolution of a
particular mechanism does not translate easily into hypoth-
eses about individual differences (Borsboom & Dolan, 2006),
the logic behind Kanazawa's hypothesis that individual
differences in g should be associated only with performance
on evolutionarily novel problems seems to rely on the
premise that individual differences in an evolved cognitive
ability will be reflected in performance only on the type of
problem that the ability evolved to solve. This premise
overlooks the existence of exaptation, in which traits evolved
for one purpose are eventually used for other purposes
(Andrews, Gangestad, & Matthews, 2002; Gould, 1991). In
any case, the results of the current study suggest that a stark
contrast between “evolutionarily novel” and “evolutionarily
Please cite this article as: Kaufman, S.B., et al., General intelligenc
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familiar” problems may be misguided when considering
individual differences, because g was significantly associated
with forms of reasoning (precautionary and social exchange)
which are considered evolutionarily familiar (Cosmides &
Tooby, 2004). On a more speculative note, the correlation
between g and domains of social reasoning for which there
may be evolved modular heuristics is consistent with the
theory that general intelligence may have increased in
humans due to pressure from increasing complexity in social
interactions (e.g., Dunbar & Shultz, 2007; Humphrey, 2003).

According to Kanazawa, “[m]ore intelligent individuals are
not better than less intelligent individuals at solving evolu-
tionarily familiar problems, such as those in the domains of
mating, parenting, interpersonal relationships, and wayfind-
ing (Kanazawa, 2010, p. 35).” However, our results suggest
otherwise, as does research on emotional intelligence (when
it is assessed properly as an ability), which indicates that the
ability to identify and utilize emotional information effective-
ly is typically associated with general intelligence (Mayer,
Salovey, & Caruso, 2004; Roberts, Schulze, & MacCann, 2008;
Schulte, Ree, & Carretta, 2004). That Kanazawa is wrong is in
fact unsurprising, in light of a century of research on
intelligence, because the positive manifold has consistently
been found to extend to all tests of explicit reasoning (note
however that the positive manifold may break down at
implicit cognition, see Kaufman, 2011; Kaufman et al., 2010).
This suggests that domain general cognitive mechanisms
underlying g may be actively involved in any form of explicit
reasoning, even ifmore specific psychologicalmechanisms are
also brought to bear on the task at hand.

4.2. Intelligence

The results of the current study also relate to issues in the
intelligence field. Some intelligence researchers (e.g., Ceci,
1996; Sternberg, 1997) argue for the importance of context
and content in understanding individual differences in
intellectual performance. To support their argument, they
cite studies showing that individuals with average or even
low IQ can still reason complexly on “practical” problems. For
instance, Cianciolo et al. argue that “practical intelligence,” is
“an ability—distinct from general or academic intelligence—to
perform successfully in naturalistic settings in a way that is
consistent with one's goals (Cianciolo et al., 2006; p. 236).”
However, it is likely that practical intelligence is at least
partially subserved by the same mechanisms as other forms
of intelligence (see Gottfredson, 2002), because performance
on all problems, regardless of content, tend to be correlated
with one another and with g.

A major limitation of the practical intelligence studies is
that “task complexity” is poorly defined and not controlled or
matched to the complexity of IQ tests. The Wason selection
task used in the current study can overcome this limitation
since the underlying logic system remains constantwhile task
content (e.g., arbitrary vs. non-arbitrary) varies across
problems. The distinction between our arbitrary reasoning
problems and the non-arbitrary problems seems to corre-
spond to the distinction made in theories of practical
intelligence between problems that are unrelated to daily
life and those that are. The results of the current study suggest
that g and the domain general cognitive mechanisms
e predicts reasoning ability even for evolutionarily familiar
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associated with g may play a larger role in contextualized
forms of reasoning than has previously been thought.

The findings of the current study are actually quite
consistent with the results of Cianciolo et al. (2006), who
assessed the structural relation of g to a latent construct they
labeled “Practical Intelligence,” consisting of the common
variance across three everyday tacit-knowledge inventories
and the quantitative, verbal, and figural content composites of
the Practical subscale of the Sternberg Triarchic Abiltities Test
(STAT; Sternberg & T. R. P. C., 2006). They found that all of the
indicators of practical intelligence loaded substantially on the
Practical Intelligence latent factor. Further, they found a
correlation of .48 between their latent Practical Intelligence
factor and g. They concluded that, “The high-moderate
correlation between Practical Intelligence and g reflects
common variance that may be due to shared demand for
neurological functioning and/or shared performance require-
ments (i.e., test-taking vs. other types of performance)”
(p.249). Further, they describe their “Practical Intelligence”
latent variable as representing a “general ability to learn from
everyday experience (p. 237).”

The results of the current study are consistent with the
idea that practical reasoning (precautionary and social
exchange) is easier than arbitrary reasoning; participants
solved the more practical social exchange and precautionary
problems at a much higher rate than the arbitrary problems.
Nonetheless, all three types of problem were strongly g-
loaded. Therefore, intelligence researchers who argue for the
separability of practical intelligence from analytical intelli-
gence (e.g., Sternberg, 1997) may be ignoring processes
common to both forms of explicit reasoning, whereas
intelligence researchers who focus solely on g (e.g., Jensen,
1998) may be ignoring the importance of evolutionarily
evolved biases and domain-specific mechanisms unique to
each form of reasoning. The methodology and findings of the
current paper suggests that the two approaches within the
intelligence field can be reconciled with one another.

4.3. Reasoning

Lastly, thefindings of the current study relate to issues in the
reasoning and rationality literature. A number of studies have
shown that humansoften deviate fromnormative responses on
many reasoning tasks and individual differences in g have been
associatedwith the ability to find normatively correct solutions
across a range of decision making tasks (Stanovich & West,
2000; Stanovich, 1999; Stanovich & West, 2003; Kokis,
Macpherson, Toplak, West, & Stanovich, 2002). Some re-
searchers have argued that this is just further evidence for the
positive manifold (consistent positive correlations) found
across diverse measures of abstract cognitive ability (e.g.,
Hunt, 2000),whereas other researchers (e.g., Stanovich&West,
1998) have argued that gwill play the strongest role on abstract
or decontexualized forms of reasoning.

It is important to note however that from a methodolog-
ical standpoint, most of the prior work on these issues have
been on the importance of decontextualized reasoning styles
that foster “the tendency to evaluate argument and evidence
in a way that is not contaminated by one's prior beliefs”
(Stanovich & West, 1997, p. 342). By finding that g was
significantly associated with arbitrary items (which presum-
Please cite this article as: Kaufman, S.B., et al., General intelligenc
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ably should not be contaminated by one's prior beliefs) as well
as non-arbitrary items, the results of the current study are
consistent with the results of Klaczynski (2001) and
Dominowski and Dallob (1995) and suggest that important
individual differences in non-arbitrary contextualized deduc-
tive reasoning can be found when a reliable measure of
contextualized deductive reasoning is employed. Future re-
search should investigate the role of g using reliablemeasures
of contextualized reasoning, employing a wider range of
contextualized forms of reasoning than what was used in the
current study to investigate the full reach of the positive
manifold.

Nonetheless, the finding in the current study that
systematic individual differenceswere related to performance
in reasoning do support Stanovich and West's (2000) claim
that the positive correlation between g and reasoning suggests
that the normative model is being applied to evaluate
performance and that those with fewer algorithmic limita-
tions (i.e., higher g) can be predicted to come closer to the
“rational response.” Given the data in the current study, one
cannot argue that all errors were simply the result of random
lapses in attention or that all participants were incapable of
being rational. Clearly, some participants were better at
accurately reasoning than others, and individual differences
in g were important in distinguishing performance.

4.4. Limitations

The current study does have some limitations that should
be overcome in future studies. First, the version of the Wason
card task that was administered in the current studywas time
limited. Having to solve the problem in 4 s may have
strengthened reliance on g mechanisms. However, such a
short amount of time probably minimized explicit reasoning,
and controlling for processing speed did not affect correla-
tions with g. Additionally, in the sample as a whole,
participants found the precautionary and social exchange
reasoning problems easier to solve even though they were
also the more highly g-loaded tasks (compared to the
arbitrary items). Further, level of accuracy on the precau-
tionary and social exchange items was above 85%. Such a high
level of accuracy suggests that even with more time allowed
to solve the problems, there isn't much more variance in task
performance that could come about. Finally, the functioning
of cognitive modules that are evolved to process specific
types of information automatically should be faster than the
effortful cognitive processes associated with g. Nevertheless,
future research should alter the time limitations of the task to
see if correlations with g are affected.

Another limitation of the current study is that purely
symbolic, abstract deductive reasoning items weren't admin-
istered. Because the main purpose of our study was to assess
the role of g in different forms of contextualized deductive
reasoning, we kept the contextualized format of presentation
constant and varied only the kind of reasoning. As a result, our
study cannot directly compare the strength of the correlation
between g and abstract vs. contextualized forms of reasoning
(à la Stanovich &West, 1998). Future research should include
abstract reasoning items as well so that the full reach of the
positive manifold can be assessed on an even broader set of
deductive reasoning items.
e predicts reasoning ability even for evolutionarily familiar
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A third limitation is the higher than average intelligence of
the current sample. Future research should look at samples
with a wider-range of cognitive ability. With that said, the
findings in the current study are all the more impressive
considering the restricted sample. A less restricted samplemay
produce even higher g-loadings for contextualized deductive
reasoning tasks.

5. Conclusion

Despite the fact that people are better at reasoning about
non-arbitrary rules in evolutionarily relevant situations than
they are at reasoning about arbitrary rules, performance on
arbitrary and non-arbitrary problems are related and reflect
an underlying latent variable of reasoning ability. This ability
is related to general intelligence. Contrary to a hypothesis by
Kanazawa (2010), performance on non-arbitrary, evolution-
arily familiar problems is more strongly related to g than
performance on arbitrary, evolutionary novel problems.
These results should prompt evolutionary psychologists to
rethink the importance of general intelligence in human
mental processes, while affirming that human beings may
have evolved cognitive modules that facilitate reasoning
about specific, evolutionarily relevant situations. In addition
to those specific modules, people may draw on domain
general cognitive mechanisms when solving any reasonably
complex cognitive problem. This would be consistent with
the theory that, as a species-typical trait, general intelligence
may have evolved in response to all complex situations in
which modular heuristics did not reliably generate the
optimal response.
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